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Abstract

Training large language models (LLMs) with limited com-
puting resources is challenging because of their immense
memory space requirements. In this paper, we specifically
focus on the scenarios where we have insufficient aggregate
GPU memory to store all model states but explore pipeline
parallelism and offloading across all system resources to train
the model. In this context, SysX presents a hybrid GPU and
CPU pipelining mechanism that consists of two pipelines: a
GPU pipeline to reduce the bubbles in conventional pipeline
parallelism and a GPU-CPU pipeline to alleviate data transfer
overhead and CPU bottlenecks in offloading data and com-
puting. We evaluate SysX for training LLMs of various sizes
with diverse configurations in practice. The result indicates
that SysX outperforms the state-of-the-art by 1.26x. We plan
to make SysX publicly available to broaden the accessibility
of large-scale model training.

1 Introduction

Large language models (LLMs) [3, 15,40,46,56] have scaled
dramatically to trillion parameters and are very successful for
various downstream tasks. However, such an overwhelming
number of parameters requires large memory space during
training. State-of-the-art models, such as LLaMA [27,48,49]
and OPT [54], require a memory footprint on a terabyte-scale.
They are typically trained with a supercomputer-scale cluster
in a data center [12,41,47].

The cost and resources for training an LLM are highly chal-
lenging for many academic institutions and startups because
they typically rely on small GPU clusters or small-scale cloud
services. For example, a 0.1 trillion parameter model requires
1.83 terabytes to store its states during training [42], which far
exceeds the aggregate GPU memory of a small GPU cluster
with a few nodes. Thus, developing a technique that efficiently
trains large models with limited resources can significantly
broaden the accessibility of LLMs.
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A practical approach to mitigating the memory requirement
is scale-out techniques, such as model parallelism [12,41,47],
to distribute model training across multiple GPUs. Among
others, pipeline parallelism [7, 12] partitions the model into
different stages and assigns the stages to GPUs. A mini-batch
is divided into smaller micro-batches and executed across the
pipeline stages. It requires only peer-to-peer (P2P) commu-
nication to transfer activations between GPUs, thereby mini-
mizing communication overhead. However, it also introduces
inefficiencies due to GPU idle times, referred to as pipeline
bubbles. It may lead to significant system under-utilization
and necessitate sophisticated pipeline scheduling to reduce
them [20, 23,30-32].

Another widely-used approach to alleviating the memory
requirement is offloading [1, 10, 11, 14,19,22,34,44,45]. The
memory capacity is extended to non-GPU memory (e.g., the
CPU main memory) to allow larger model training. Only the
minimum amount of data required for the current operation is
fetched and placed in the GPU memory (e.g., layer parameters
are fetched on demand just before the computation for the
layer). After performing the operation, the fetched data are
freed, and newly generated data by the operation are offloaded
to the non-GPU memory (e.g., gradients of the layer are stored
in the CPU memory after the layer’s backward pass). Recent
approaches even offload some computational tasks (e.g., opti-
mization steps) to the CPU to further exploit heterogeneous
resources [8, 26, 44]. However, these approaches introduce
data transfer overhead between the GPU and CPU. In addi-
tion, the low computational capacity of the CPU may become
a performance bottleneck.

To this end, this paper proposes SysX, a hybrid GPU-CPU
pipeline for training LLMs under memory pressure. We specif-
ically focus on the scenarios where we have insufficient aggre-
gate GPU memory to store all model states but explore the use
of model parallelism and offloading together across all system
resources to train the model by any means. In this context,
SysX offers an efficient solution through two pipelines: GPU
pipeline and GPU-CPU pipeline. The GPU pipeline reduces
the bubbles introduced in conventional pipeline parallelism.



The GPU-CPU pipeline hides the data transfer overhead be-
tween the CPU and GPUs and alleviates the performance
bottleneck caused by the slower CPU when offloading data
and computing.

SysX’s GPU pipeline presents a decoupled pass assign-
ment, which assigns the forward and backward passes of the
same stage to different GPUs for better pipeline scheduling.
Such mechanism is facilitated by storing the model param-
eters on the CPU’s shared memory (shmem) and exploiting
activation recomputation [5, 13, 17, 18]. Moreover, SysX in-
troduces fine-grained stage partitioning to further eliminate
the bubbles due to the gap in execution time between the
forward and backward passes and optimizes the communica-
tion schedule for activation checkpoints to hide the additional
communication overhead between the GPUs.

SysX’s GPU-CPU pipeline presents a asynchronous CPU
optimizer, which executes the optimization steps in parallel
with the GPU pipeline, thereby overlapping and hiding the
CPU optimizer overhead. This mechanism is enabled by by-
passing optimizer synchronization [9,38,39] and shifting the
numerical validation as a post-step process while guarantee-
ing correctness through a roll-back mechanism.

The major contributions of SysX are summarized as fol-
lows:

* We propose SysX, a hybrid GPU-CPU pipelining mech-
anism that efficiently leverages offloading and achieves
high utilization of both GPUs and the CPU when training
LLMs under memory pressure.

* We compare SysX against the state-of-the-art LLM
pipelining mechanisms with offloading, Mobius [8] and
Megatron [32], on an eight node cluster with 32 GPUs
by training LLaMA-2 models [49] with various model
sizes and batch sizes. SysX outperforms these methods
1.26x and 1.51x on average, respectively.

* We will make SysX publicly available after publication
to foster research and expand the accessibility of LLMs.

2 Background and Related Work

This section introduces pipeline parallelism and its techniques
to train language models under GPU memory pressure.

2.1 Pipeline Parallelism

Pipeline parallelism is a type of model parallelism [12,41,47]
that trains large models on multiple GPUs. It partitions a
model into sequential groups of layers called stages and as-
signs the stages to GPUs. It divides a mini-batch into smaller
micro-batches and executes them in a pipelined manner across
these stages.

Suppose a model is partitioned into N; stages, and a mini-
batch is divided into N,, micro-batches. We denote the ith

|:| Bubble . Forward pass |:| Backward pass

Time
GPU, [ T o] ba [ 02| 2
GPU, b | bt | b2 | B3
GPU, by | by | bF | b3
GPU, by | bl | b2 | b

(a) GPipe

GPU, [ [ o8] [ eg | [ B3] | 83
GPU, b2 b3
GPU, b3 b3
GPU; bY b3 | ]

(b) DAPPLE

Figure 1: Different pipeline schedules with four GPUs. GPU;
denotes the ith GPU. fi] and b! denote the ith stage’s for-
ward/backward pass on the jth micro-batch, respectively.
Note that a backward pass has twice the workload than a
forward pass.

(0 <i < Ny) stage as S; and jth (0 < j < N,,) micro-batch as
mj. We denote the forward and backward passes of S; for m;
as fij and blj , respectively. For convenience, we denote the set
of forward passes fij for all m; as f;. Similarly, b; denotes the

set of backward passes b! for all m;.

Figure 1(a) illustrates an AFAB (all forward, all back-
ward) schedule of GPipe [12] with N, = 4 GPUs, Ny = 4
stages, and N, = 4 micro-batches. Thus, it has f/ and b] for
i€{0,1,2,3} and j € {0,1,2,3}. GPipe first pipelines the
forward passes of all micro-batches, followed by the back-
ward passes of all micro-batches.

A pipeline schedule typically introduces idle times on
GPUs. We call them to as bubbles. Suppose the forward
and backward passes take Ty and T}, time, respectively. Note
that there are two kinds of bubbles in GPipe. The forward
pass causes one (the time taken by the bubble is ), and the
backward pass causes the other (the time taken by the bubble
is T). Then, the time consumed by bubbles, Thbs> in GPipe’s
pipeline on a GPU is formulated as follows:

Tops =T (Ng— 1) +Tp - (Ng — 1). (D)

We define bubble ratio as the idle time consumed by bubbles
divided by the overall execution time Ty erq1) Of the pipeline
on a GPU in Figure 1(a):

Toverall =T - (Nm+Ng = 1) + Ty - (N + Ng — 1). )
Thus, GPipe has a bubble ratio:

Tobs Ty (Ng—=1)+T,- (Ng— 1)
Toverall  Tf (Nm+Ng—1)+Tp- (N +Ng— 1)

3

DAPPLE [7] in Figure 1(b) presents a 1F1B (one forward,
one backward) schedule, where each GPU alternates between
forward and backward passes of different micro-batches. It
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Figure 2: Mobius pipeline schedule with four GPUs. GPU; denotes the ith GPU. f/ and b! denote the ith stage’s forward/backward
pass on the jth micro-batch. Note that a backward pass has twice the workload than a forward pass. Two colors distinguish each
forward/backward pass to indicate that it belongs to a different stage assigned to the same GPU. For example, GPUj’s forward
passes on stage So and S, are colored blue and sky blue. p; and g; denote CPU to GPU parameters transfer and GPU to CPU
gradients transfer of stage S;, respectively. o; denotes the optimization step of stage S; executed on the CPU.

reduces the peak activation memory usage of a stage from <
Ny -M, to N, - M, by releasing activations as early as possible,
where M, is the memory required for all activations of a single
micro-batch for a stage. The reduced activation memory usage
enabled by a different pipeline schedule allows a larger N,
with the same GPU memory space. However, DAPPLE has
an identical bubble ratio to GPipe.

A high bubble ratio reduces pipeline utilization. To reduce
the bubble ratio, one can simply increase the number of micro-
batches N, thereby increasing Ty erq1]- HOWever, achieving
a sufficiently large Ny, (e.g., Ny > 4N, as suggested in [12])
often introduces inefficiencies due to two key factors. One
is that models typically have a practical upper limit on the
mini-batch size, beyond which convergence is negatively af-
fected [2,6,51-53]. The other is that increasing N,, reduces
the micro-batch size for a given mini-batch size, compromis-
ing GPU computational efficiency [20].

Coupled pass assignment. On the other hand, reducing bub-
bles to decrease Tjypg is challenging. In both GPipe and DAP-
PLE, the same GPU is responsible for both the forward and
backward passes f/ and b! of the same stage S; for micro-
batch m;. This creates bubbles at the beginning of the back-
ward pass, as the backward pass proceeds in the reverse order
of stages of the forward pass. We define the assignment of
the same GPU to both f/ and b as coupled pass assignment.
Almost all existing pipelines adhere to the coupled pass as-
signment for three key reasons. First, both f/ and b! use S;’s
parameters ;. Second, b reuses the activations a] generated

by fl.j . Finally and more critically, ¥; and a{ are stored in the
GPU memory.

This paper reexamines the coupled pass assignment in of-
floading scenarios when pipeline parallelism uses non-GPU
memory to alleviate GPU memory pressure. It focuses on
opportunities to reduce bubbles, improving the bubble ratio
to increase performance.

2.2 Pipeline Parallelism with Offloading

As model sizes continue to grow, the increased memory space
requirement results in GPU memory pressure. As a rem-
edy, pipeline parallelism can leverage memory-efficient tech-
niques, such as offloading and activation recomputation.

Offloading [1,10, 11, 14,19,22,34,44,45] is a technique
to use non-GPU memory (e.g., the CPU main memory) to
store model states (e.g., parameters, gradients, and optimizer
states) and residual states (e.g., activations) during training.

Activation recomputation [5, 13, 17, 18] reduces activation
memory usage by recomputing the activations in the back-
ward pass instead of storing them in the forward pass and
keeping them until the backward pass. Only a subset of activa-
tions, or checkpoint, is stored in the forward pass and used to
recompute all activations before calculating the gradients in
the backward pass. Large models such as Turing-NLG 17.2B
and GPT-3 175B were trained using activation recomputa-
tion [42].

Mobius [8] is a state-of-the-art pipelining mechanism that
uses offloading. It introduces an interleaved AFAB sched-
ule, in which the stages of GPipe are further subdivided into
smaller stages to reduce the memory space requirements of
each stage. Along with assigning multiple stages per GPU, all
data are stored in the CPU memory, with only the minimum
amount of data required for the current stage fetched and
placed in the GPU memory. Their key idea for minimizing
the overhead of accessing non-GPU memory is to prefetch
the data required for the next stage in an overlapped manner
with the computation of the current stage. In addition, it ex-
ploits activation recomputation when training large models to
reduce the data transfer overhead.

Consider Figure 2, which illustrates the pipeline schedule
of Mobius with N, = 4 GPUs, N, = 8 stages, and N, = 4
micro-batches. Thus, it has f/ and b! fori € {0,---,7} and
j€{0,---,3}. Stage So4, S15. S2.,6, and S3 7 are mapped to
GPUy, GPU,, GPU,, and GPUs, respectively. Mobius first



pipelines the forward passes of all micro-batches (fp_3) for
the first stage in each GPU (§¢_3), followed by that (f4_7) for
the second stage in each GPU (S4_7). Then, it pipelines the
backward passes of all micro-batches (b4—7) for the second
stage in each GPU (S4_7), followed by that (by_3) for the first
stage in each GPU (Sp_3).

Mobius stores all stages in the CPU memory. Hence, it
transfers a copy of stage’s parameters from the CPU memory
to GPU memory before executing it, and frees this copy af-
ter finishing the stages’ execution on all micro-batches. We
denote the CPU to GPU transfer of stage S;’s parameters
copy as p;. Similarly, it transfers a stage’s gradients, accu-
mulated across all micro-batches, from the GPU memory to
CPU memory after finishing the stage’s backward passes on
all micro-batches. We denote the GPU to CPU transfer of S;’s
gradients as g;. We assume training with activation recompu-
tation, so activations are not transferred between GPU and
CPU in Figure 2. Optimization steps, with o; denoting the
CPU’s optimization step of S;, are processed by the CPU after
the pipeline flush, as explained in detail in Section 2.3.

Decoupled pass assignment. Mobius also adheres to the cou-
pled pass assignment (Section 2.1). In Mobius, both f/ and
b{ use S;’s parameters ;. However, with activation recom-
putation, b{ does not reuse the activations a{ generated by
f! but instead recomputes them during the backward pass.
More critically, ¥; and a‘i’ (if it exists) are not stored in the
GPU memory but in the CPU memory. In a nutshell, pipeline
parallelism with offloading indicates that the forward and
backward passes for the same stage no longer need to be as-
signed to the same GPU but can be decoupled. Based on this
observation, we investigate a new mechanism to improve the
bubble ratio for pipeline parallelism with offloading.

2.3 Hybrid GPU-CPU Training

Pipeline parallelism with offloading stores optimizer states in
non-GPU memory, along with parameters and gradients. Mo-
bius leverages a CPU-based optimizer, similar to DeepSpeed
CPU Adam [44], to update parameters directly on the CPU.
Such a mechanism to exploit both GPUs and CPUs is called
hybrid GPU-CPU training [25,26]. Executing optimization
steps on the CPU is crucial when training under GPU mem-
ory pressure, as optimizer states are often significantly larger
than other model states [21,26,42]. For instance, in mixed-
precision training with Adam, the memory space required for
optimizer states is x 8 that of the parameters.

Consider the green squares of Figure 2, which illustrates
Mobius’s optimization steps on the CPU. It introduces ineffi-
ciencies because they begin synchronously across all GPUs
and do not overlap with the forward and backward pass ex-
ecution on the GPU. Such inefficiencies arise because con-
ventional mixed-precision training requires synchronization
of overflow in the gradients before the optimization step. Fig-
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Figure 3: Optimization step of Figure 4: Optimiza-
mixed-precision training. tion step breakdown.

ure 3 describes its detailed mechanism. The FP16 gradients
transferred from the GPU to the CPU are first converted into
FP32 (Line 1), unscaled, and checked for overflow (Line 2).
The results of each stage’s gradients are synchronized across
all stages (Line 3). If overflow is detected at any stage, an
invalid loss scale was used during that training iteration. Thus,
the optimizer skips the parameter update. Otherwise, all gra-
dients are used to update the parameters, ensuring numerical
stability (Lines 4-7). Thus, the explicit synchronization of
overflow prevents Mobius from processing the optimization
steps of different stages asynchronously.

Unfortunately, the optimization steps can consume a sub-
stantial amount of time on the CPU. Figure 4 compares the
time taken by the GPU’s computation and the CPU’s optimiza-
tion steps during Mobius’s training, with a breakdown into
functions in Figure 3. Although these functions primarily rely
on element-wise operations with low computational intensity,
they can add significant idle times to GPUs when not over-
lapped with the GPU’s computation. As a result, GPUs and
CPUs cannot achieve high utilization simultaneously, limiting
the benefits of hybrid GPU-CPU training.

Building on this insight, we further explore pipelining the
optimization steps on the CPU with the execution on the GPU,
thereby improving both their utilization and mitigating the
overhead of the CPU optimization steps.

2.4 Related Work

Different pipeline schedules. A key objective of pipeline
schedules is to reduce the bubble ratio. PipeDream [30] skips
periodic pipeline flushes and injects more micro-batches into
the pipeline to achieve an almost zero bubble ratio. How-
ever, this requires updating the parameters after each micro-
batch’s backward pass and storing additional versions to en-
sure parameter consistency between the forward and back-
ward passes of the same micro-batch. Bidirectional pipelines,
such as Chimera [20] and MixPipe [55], operate two pipelines
in opposite directions to reduce bubbles, but this requires du-
plicating parameters across each two GPUs. Interleaved-stage
approaches, like Megatron [32] and Hanayo [23], partition a
model to assign multiple stages per GPU, reducing the bubble



time while increasing the amount of communication.

Leveraging heterogeneous devices. Existing proposals sup-
port offloading model states [37,44] and residual states [1, 10,
19,22,43,45] to non-GPU memory only for training with a
single GPU. Among these, ZeRO-Offload [44] offloads opti-
mizer states to the CPU memory and executes optimization
steps on the CPU. ZeRO-Infinity [42] and Mobius [8] ex-
tend this to support fully sharded data parallelism [41] and
pipeline parallelism [12], respectively. ZeRO-Offload++ [50]
and Deep Optimizer States [26] perform optimization steps
on both the GPU and CPU.

3 The Design of SysX

This section describes the pipelining mechanism of SysX. It
consists of two pipelines: a GPU pipeline and a GPU-CPU
pipeline. The GPU pipeline’s key idea is to assign the forward
and backward passes of the same stage to different GPUs
(decoupled pass assignment) for better pipeline scheduling.
The GPU-CPU pipeline assigns the optimization steps to the
CPU and executes them in parallel with the GPU pipeline for
better utilization of heterogeneous resources.

3.1 GPU pipeline

In ordinary pipelining mechanisms, a micro-batch’s forward
and backward passes are assigned together to the same GPU.
Figure 5(a) gives the pipeline diagram of a typical training
pipeline with two model stages, So and S, where the forward
passes (fo and f1) and backward passes (by and b;) of Sy
and S are mapped to two different GPUs, GPUj and GPU,
respectively. Suppose that we have two micro-batches in a
mini-batch. At time #; for a micro-batch mgy, GPU, waits for
GPU; to finish b(1) because the gradients computed by b(l) are
necessary to proceed bg. Unfortunately, GPU; executes f
for all micro-batches first, executes b(l), and finally transfers
the gradients GPUy waits for at time #,. As a result, GPUy
remains idle from #; to 5.

Decoupled pass assignment. SysX GPU pipeline is based
on the observation that the pipeline bubbles can be reduced
if a single micro-batch’s forward and backward passes for
the same stage are assigned to different GPUs. Figure 5(b)
is an example of a decoupled pass assignment. While fy and
J1 are mapped to GPUy and GPU]|, respectively, by and by
are mapped to GPU; and GPUj, respectively. As GPUj is
assigned b; instead of by, b(l) can start immediately at GPUy
at t,. We see less bubbles in Figure 5(b) than the ordinary
pipeline in Figure 5(a).

Fetching parameters from non-GPU memory. With the
decoupled approach, each GPU has to store all parameters
for the stages assigned to it. For example, each GPU; and
GPU] has to store the parameters ¥y and ¥, of all stages
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Figure 5: SysX GPU pipeline optimizations. For simplicity,
we omit the data transfer time between GPUs. Arrows depict
dependence between the passes.

So and S in its memory. However, when parameters are of-
floaded to non-GPU memory (e.g., the CPU memory), which
is a common setting when training large models under GPU
memory pressure, the same parameters can be fetched to dif-
ferent GPUs without permanently storing them redundantly
on different GPUs’ memory. Moreover, SysX mitigates the
overhead of fetching parameters from non-GPU memory by
prefetching in an overlapped manner with GPU computation.
SysX makes a GPU only keep the GPU memory spaces for
the current computation and the parameters being prefetched
instead of storing all parameters for the stages assigned to the
GPU. For example, consider Figure 5(b). At ty, GPUj starts
to fetch ¥ required for b;. Similarly, GPU starts to fetch
Wy at t1. GPUj also frees Wy as soon as f finishes at ;.

Activation recomputation. A problem with the decoupled
pass assignment in Figure 5(b) is that for all micro-batches,
all activations of f| generated at GPU, have to be transferred
to GPUj to perform b; and vice versa for fj. To solve this
problem, we adopt activation recomputation [5, 13,17, 18].
Activation recomputation is a common setting when training
large models under GPU memory pressure. For example, at
time #, in Figure 5(b), activation recomputation allows only
the activation checkpoint of S; to be transferred from GPU,



to GPUj to perform b? instead of all activation tensors of
S1 including intermediate activation tensors generated from
performing f{) .

Fine-grained backward stage partitioning. However, as
shown in Figure 5(b), when the execution times of the for-
ward and backward passes differ, it incurs pipeline bubbles.
Based on this observation, we decompose backward stages
into finer granularity to minimize the bubbles by balancing
the execution times. Specifically, the backward pass b; for
model stage S; can be decomposed into d backward passes, as
shown in Equation 4 so that each b; ; computes the backward
pass of |S;|/d Transformer blocks:

bj=b;pob;10---0b;g_1. 4)

As b; i only requires a portion of S;’s parameters for its com-
putation (i.e., 1/d of ¥;), we denote such portion as ¥;.
Figure 5(c) is the result of decomposing the backward stage
in Figure 5(b) into two fine-grained backward stages. Similar
to Figure 5(b), fo and f; are mapped to GPUy and GPUj,
respectively. However, by 1 and by ; are mapped to GPUp, and
b1 o and by o are mapped to GPU;. At t3, GPU; can start b(l),o
immediately, reducing bubbles. Note that GPUj starts to fetch
W11 and W1 at#p and 1, respectively. GPU; starts to fetch
Wi and Wy at #; and 13, respectively.

Another effect of finer-grained backward stages is that it
reduces the GPU memory usage by 1/d at the cost of in-
creasing the number of activation checkpoint transfers by up
to xd. However, the number of activation checkpoint trans-
fers does not strictly scale by factors of d. This is because,
while the forward pass f; on S; generates activation check-
points for S;q,---,S; 4—1 required for the backward passes
bio, -+ ,biq_1, those activation checkpoints for the backward
passes mapped to the same GPU as f; do not need to be trans-
ferred. For example, Figure 5(c) requires the same number of
activation checkpoint transfers as in Figure 5(b) because while
b1,1 and by require activation checkpoint transfers from an-
other GPU, by and by ; do not. Compared to the reduced
bubbles and GPU memory savings, this results in marginal
communication cost, which will be further optimized next.

Asynchronous checkpoint communication. We denote the
activation checkpoint required for the recomputation during
b}; as ¢/, Checkpoints ¢/, ¢/, | are generated during
f!. Each backward stage requires a checkpoint, while not
all of them should be sent from other GPUs. For example,
Figure 6 focuses on the relationship between f(? and bg.o’

b, of Figure 5(c). GPUj performs f), which is micro-batch
mq’s forward pass on Sy. f(()) generates checkpoints cg o and
08 1» which are used during the recomputation of b?).o and
bY |, respectively. ¢ , and ¢ | are depicted as red and orange
circles, respectively. As bgl is also assigned to the same
GPUj, c8~1 needs to be saved only on the memory of GPUj

Time >

—» forward

-» recompute

23 AR

Figure 6: Asynchronous communication of checkpoints gen-
erated by the forward pass of stage Sy for micro-batch myg
from Figure 5(c). Red and orange circles are the checkpoints
generated by the forward pass of stage Sy for micro-batch
my, required by the backward pass of fine-grained stages S o
and So 1 for my, respectively. Only the red circle is sent asyn-
chronously from GPUj to GPU] at ty and used at 3.

until it is used at time t,. However, (:870 should be sent from
GPUj to GPU, before it is used at time #3.

A naive way to transfer c870 from GPUy to GPU; would be
to send and receive at time 73 immediately before it is used
for recomputation. In such a case, checkpoint communica-
tion lies on the critical path of the GPU pipeline along with
the activation and gradient communication, adding a signif-
icant communication overhead. Instead, SysX transfers 08’0

as soon as possible (at #y) after 0870 is ready, overlapping its
transfer with independent computations. This mechanism is
enabled through asynchronous communication, which allows
data transfer between GPUs to be initiated without waiting
for completion. Hence, GPU| can use c8’0 during bg,o without
waiting, as #3 — fp provides sufficient time for the checkpoint
to arrive.

3.2 GPU-CPU pipeline

As explained in Section 2.3, in the hybrid GPU-CPU train-
ing [25,26], CPU optimization steps do not overlap with GPU
computations, limiting its benefits. Figure 7(a) illustrates such
a case on top of SysX’s optimized pipeline with decoupled
pass assignment and fine-grained backward stage partition-
ing, using the same setting of Section 3.1. At time #ty, GPUj
finishes b1 for all micro-batches and offloads the accumu-
lated gradients to the CPU memory. The same process occurs
for bp,1 on GPUj at tp, and by and by on GPU; at t; and
13, respectively. Then, all offloaded gradients are validated
for numerical stability, and the results are synchronized at
13. If no overflows are found, the CPU proceeds by updat-
ing the parameters of all stages. The GPUs remain idle until
all optimization steps are complete at ¢4 to use the updated
parameters for the next training iteration.
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Figure 7: SysX GPU-CPU pipeline optimization. o; denotes
the optimization step of stage S; ;. For simplicity, we omit the
data transfer time between GPUs and GPU and CPU. Arrows
depict dependence between the passes.

Asynchronous CPU optimizer. SysX’s optimizer shifts nu-
merical validations to a post-step process. Hence, a stage’s
CPU optimization step can proceed as soon as its GPU back-
ward passes are complete and the gradients are offloaded.
SysX overlaps the optimization step of a stage on the CPU
with the subsequent stage’s backward passes on the GPU to
reduce GPU idle times. At the same time, correctness is en-
sured through a rollback mechanism following the post-step
synchronization.

Consider Figure 7(b) that illustrates the CPU optimization
steps of SysX. While GPUj offloads the gradients of b; ; at
to similar to Figure 7(a), the CPU immediately executes stage
S1,1’s optimization step 0,1 at fy as it bypasses synchroniza-
tion. The similar process is repeated for stage S o, So,1, and
So,0 at 11, t», and 13, respectively, as if the stages’ backward
passes on the GPUs and the optimization step on the CPU
were pipelined. At #4, when all parameter updates are com-
plete, the gradients are finally checked for overflows, and the
results are synchronized. If any overflow is detected, SysX
performs a rollback of the updated parameters of all stages.

Bypassing and rollback mechanism. SysX pipelines the
CPU optimization steps altogether with the GPU’s computa-
tion by shifting the numerical validations after the parameter
updates. Each stage performs its own local validation (i.e.,
checking gradient overflows) without waiting for the synchro-
nization of results across all stages. Each stage executes its
optimization step based on its own validation results. Synchro-

nization finally occurs when all stages have completed their
optimization steps. If any stage fails its local validation, pa-
rameter updates of all stages are rolled back. Optimizers, such
as Adam [16] and AdamW [24], facilitate rollback without
additional memory overhead because their parameter update
steps are arithmetically reversible. While these rollbacks in-
troduce some overhead compared to conventional pre-step
validation, invalidations are rare during training and, therefore,
have minimal impact on the overall training time [38,39].

The CPU optimizer pipelining in Figure 7(b) shows an
ideal scenario where the optimizer of each stage starts after
the preceding stage has been completed. In practice, the op-
timizer for a subsequent stage may start before the previous
stage has finished. Thus, each optimizer stage is processed in
parallel on the CPU using multi-threading. Furthermore, for
efficient pipelining, maximizing the overlap between the CPU
optimization step and the backward passes is crucial. This can
be done by selecting an appropriate number of micro-batches
for each stage, allowing the backward passes to hide the CPU
optimization step.

3.3 SysX Overall

Figure 8 illustrates the overall pipeline of SysX with N, = 4
GPUs, N, = 4 micro-batches, Nyy = 8 forward stages, and
Ngp = 16 backward stages. Comparing SysX and Mobius in
Figure 8 and Figure 2 with identical training settings, their
bubble ratios are 25% and 47%, respectively, showing the
benefit of SysX. There are two major reasons for this. One is
that pipeline bubbles at the beginning of the backward passes
are eliminated in SysX. The other is that CPU optimization
steps are overlapped with GPU computation in SysX.

SysX further optimizes Mobius based on two key obser-
vations. One is that the coupled pass assignment mentioned
in Section 2 is unnecessary when pipelining with offloading
and activation recomputation. The other is that CPU opti-
mization steps can operate in parallel by bypassing numerical
validation.

4 Implementation

SysX is implemented on top of the Megatron-LM [33]. We
modify its pipeline schedule, implement offloading, and inte-
grate CPU optimization steps.

Pipeline schedule. SysX implements its pipeline sched-
ule using separate CUDA streams for CPU-to-GPU data
transfer, GPU computation, and GPU-to-CPU data transfer.
Prefetching the next stage, performing forward/backward
computations of the current stage, and offloading the gra-
dients of the previous stage are thus processed in parallel.
They are synchronized using CUDA events. While GPU-
GPU communication of output activations and input gradi-
ents are sent and received synchronously, communication of
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step of backward stage S; ; executed on the CPU.

activation checkpoints uses asynchronous P2P operations in
torch.distributed. A checkpoint communication sched-
ule is constructed so that both sender and receiver GPUs call
isend and irecv at the same timestep, respectively, with the
receiver GPU later synchronizing on the completion status of
the returned handle. This checkpoint communication sched-
ule is constructed once during the initialization phase and
cached, as all training iterations use the same schedule.

Offloading. A common practice for multi-GPU training is
launching one process for each GPU. When using CPU of-
floading, each GPU process can independently allocate CPU
memory buffers to store the offloaded data. However, in SPipe,
a single stage’s forward and backward passes are executed on
different GPUs, necessitating that multiple processes share
the same model stage.

To address this, we allocate POSIX shared memory [36]
for each node and adjust the tensor pointers to reference
this shared memory. The offloaded parameters are physically
shared and virtually mapped to the GPU processes assigned.
Specifically, a GPU process responsible for a backward stage
b; allocates space for W; in the shared memory while another
GPU process requiring ¥; for its forward stage f; sets its
pointers to the corresponding region in the shared memory.

For multi-node training, Remote Direct Memory Access
(RDMA) is used to fetch parameters stored in the shared
memory of a remote node. The shared memory size required
per node is the sum of memory space required for all ¥; of b;
stages assigned to GPUs within that node. We observe that
the memory space required for the model’s parameters (e.g.,
200GB for a model with 100 billion parameters, assuming

mixed-precision training) divided by the number of nodes
closely approximates the size of the shared memory per node.

CPU optimizer. We assign a separate CPU optimizer for each
stage using C++ threading [4]. We pass a CUDA event that
records the corresponding gradient offloading operation from
a PyTorch main thread to the CPU optimizer thread, and the
optimizer thread waits for the event completion before be-
ginning the asynchronous optimization steps at the CPU to
ensure correctness. Each CPU optimizer thread uses a CPU-
based Adam [16] implementation of DeepSpeed [29] that
leverages thread-level and instruction-level parallelism. We
modify it to include the event synchronization mechanism,
floating-point precision conversion, unscaling, and local nu-
merical validations. After all CPU optimizers are complete,
a post-step synchronization collects the local validation re-
sults, and rollback is triggered in case of invalidation. The
rollback leverages Adam’s arithmetic reversibility, and we im-
plement it by modifying the optimization step implementation
of DeepSpeed [29].

5 Evaluation

In this section, we evaluate SysX against existing approaches
to train LLMs under memory pressure. We further exam-
ine the effectiveness of our optimizations and analyze the
overheads of SysX, providing insights into its trade-offs and
performance benefits.



Table 1: Node configuration of the eight-node cluster.

Motherboard ASRock ROMEDS-2T

CPU 1 x AMD 32-core EPYC 7452

Main Memory | 8 x DDR4-2666 64GB

GPU 4 x NVIDIA Tesla V100 32GB PCle
NIC 1 x Mellnox ConnectX-6 Infiniband HDR
PCle 16 x Gen3 lanes per GPU

oS Ubuntu 20.04.4 LTS (kernel 5.4.0-100)
GPU Driver 550.54.15

CUDA Version | 12.4

5.1 Evaluation Environment

System configurations. Table | describes the system config-
uration for experiments. The cluster has eight nodes, targeting
LLM training in a small GPU cluster setup. Each node has
four NVIDIA Tesla V100 32GB GPUs connected through
16x PCIe Gen3, an AMD 32-core CPU, 512GB main memory,
and an InfiniBand HDR NIC (200Gb/s).

Workloads. We use LLaMA2-based language models [49] of
eight different sizes: 10B, 19B, 30B, 40B, 52B, 69B, 88B, and
110B. Table 2 summarizes their configurations. Models are
trained using a varying number of nodes to reflect differences
in their size: the (10B, 19B), (30B, 40B), (52B, 69B), and
(88B, 110B) models are evaluated using 1, 2, 4, and 8 nodes,
respectively. We use mixed-precision training [28] and Open-
WebText [35] as the training dataset. We run five warmup
iterations and average the measurements from the subsequent
five iterations. Note that all experiments are conducted with
activation recomputation [5, 13,17, 18] because preserving all
activations results in GPU out-of-memory (OOM) errors even
for the smallest model size.

Variables. We vary model sizes, sequence lengths, and batch
sizes to capture diverse configurations used in practice. Model
size reflects the diverse scales of modern LLMs. Sequence
length (SEQ) influences the model’s ability to comprehend
context. Batch size, a primary determinant of training effi-
ciency, is also explored. In pipeline parallelism, the input
mini-batch is divided into micro-batches. Increasing the size
of micro-batches enhances GPU computational efficiency but
is constrained by memory capacity. To address this, we scale
the global mini-batch size by increasing the number of micro-
batches. Both micro-batch size (MBS) and global mini-batch
size (GBYS) are investigated as variables in our experiments.

Baselines. Our baselines for comparison are Mobius [8] and
Megatron [32]. Megatron is a widely used framework for
training transformer models using an interleaved 1F1B (one
forward, one backward) schedule. However, since it does
not support offloading, even our smallest workload, the 10B
model, encounters out-of-memory (OOM) on the GPUs. Thus,
we extend its implementation to support CPU offloading. Mo-
bius is a state-of-the-art pipeline framework with an inter-
leaved AFAB (all forward, all backward) schedule optimized

Table 2: Configurations of the LLaMA-2 models used in the
evaluation. Model sizes are on a scale of billion (B) parame-
ters. Columns /, d, dppn, # KV heads, and # Nodes represent
the number of Transformer layers, hidden dimension size,
FFN layer’s hidden dimension size, number of KV heads, and
number of nodes used, respectively.

[ModelSize | 7 [ d [ dpen [ #KV heads [ # Nodes |
10B 48 ] 4,096 | 10,880 2 1
19B 48 | 5,632 | 14,976 4 1
30B 96 | 5,120 | 13,632 4 2
40B 96 | 5,888 | 15,680 4 2
52B 96 | 6,656 | 17,728 8 4
69B 96 | 7,680 | 20,480 8 4
88B 192 | 6,144 | 16,384 16 8
110B 192 | 6,912 | 18,432 16 8

for offloading all training states. All the techniques, Mobius,
Megatron, and SysX, offload parameters, gradients, and op-
timizer states to the CPU memory and exploits activation
recomputation to minimize GPU memory usage. Due to the
lack of public availability, we evaluate using our implementa-
tions of Mobius and offloading-extended Megatron. However,
we verify the completeness of our implementations in the
appendix. All experiments are conducted without incorporat-
ing any other parallelism strategies to contrast performance
differences solely in pipeline parallelism.

5.2 Comparison

Figure 9 shows the speedups of Megatron and SysX over
Mobius. In this experiment, we train all models in Table 2,
each using the corresponding # Nodes nodes, global mini-
batch size (GBS) of 16 x # Nodes, fixed micro-batch size
(MBS) of two, and sequence lengths (SEQ) of 1024 and 2048.

Overall, SysX achieves, on average, the speedups of 1.26
and 1.51 over Mobius and Megatron, respectively. SysX out-
performs Mobius and Megatron across all cases. The perfor-
mance gain from the GPU pipeline and GPU-CPU pipeline
varies significantly with model sizes, sequence lengths, and
batch sizes. In addition, the AFAB schedule of Mobius and
SysX outperforms the 1F1B schedule of Megatron by ef-
ficiently hiding the offloading overhead. While Megatron
closely matches Mobius’s performance for large sequence
lengths, SysX continues outperforming Megatron.

Model sizes. Comparing two model sizes for each node con-
figuration with the same sequence length, the overall improve-
ments of SysX remain consistent regardless of the model size.
This is because, as the model grows, the time saved by reduc-
ing GPU pipeline bubbles and overlapping CPU optimization
steps increases proportionally with the total iteration time.
This demonstrates that SysX delivers consistent performance
improvements across varying model sizes.

Sequence lengths. In most cases, the speedup is larger for
smaller sequence lengths. This is because the computation re-
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Figure 9: Speedups of SysX and Megatron over Mobius.

quired for the forward and backward passes increases quadrat-
ically with sequence length while the optimization step re-
mains unaffected. As a result, the benefits of overlapping CPU
optimization steps diminish as sequence length increases. In
contrast, the GPU pipeline speedup remains constant because
the size of pipeline bubbles also increases quadratically with
sequence length.

Number of nodes and batch sizes. Due to the nature of
pipelining, the minimum required number of micro-batches
increases with the number of nodes. An increase in batch
size leads to longer GPU computation time and causes it
to dominate the total iteration time. Hence, the benefits of
overlapping CPU optimization steps are less evident in the
overall speedup. On the other hand, the speedup gained from
reducing the pipeline bubble time remains constant because
the pipeline depth also increases with the number of nodes
along with the batch size, maintaining a steady bubble ratio.

5.3 Effect of the Batch Size

SysX’s GPU pipeline effectively eliminates the bubbles in or-
dinary pipeline schedules. However, the performance benefit
from bubble reduction is sensitive to the batch size. We con-
duct experiments in two scenarios: scaling the micro-batch
size (MBS) and the global mini-batch size (GBS).

Scaling MBS. When the GBS is fixed, increasing MBS causes
the computation required per micro-batch to grow linearly
with MBS. Consequently, the size of pipeline bubbles also
increases. As a result, Mobius experiences larger bubbles and
a higher bubble ratio. This leads to an increase in the GPU
pipeline speedup for SysX, as it effectively minimizes these
bubbles. To analyze the individual effects of GPU pipeline
bubble reduction and CPU optimization step overlapping, we
break down the total speedup into the GPU pipeline speedup
and CPU optimizer speedup.

Figure 10 shows the results of MBS scaling. As the MBS
varies with 1, 2, 4, and 8, the total speedup of SysX over
Mobius also increases. They are, on average, 1.13, 1.17, 1.20,
and 1.26, respectively. Similarly, when the MBS varies with 1,
2, 4, and 8, the GPU pipeline speedup over Mobius becomes
at 1.00, 1.03, 1.07, and 1.12, respectively, validating larger
gains from the efficient pipeline schedule of SysX.

10

On the other hand, scaling the MBS has no impact on CPU
optimizer speedup because it does not affect the total GPU
computation time per iteration, and the overlapping time for
optimization steps remains unchanged. As the MBS scales
from 1, 2, 4, and 8, the CPU optimizer speedup over Mobius
remains constant with averages of 3.68, 3.66, 3.67, and 3.61,
respectively.

Additionally, SysX demonstrates its capability to train the
models with a larger MBS than Mobius because only SysX
successfully trained the 19B, 40B, and 69B models with an
MBS of 8. It is the result of less GPU memory consump-
tion during the backward pass caused by SysX’s fine-grained
backward-stage partitioning.

Scaling GBS. When the MBS is fixed, increasing the number
of micro-batches translates to a larger GBS. This increases
the overall execution time of the pipeline on a GPU while the
idle time consumed by the bubbles remains constant. Hence,
scaling the GBS results in a lower bubble ratio of Mobius
and eventually reduces GPU pipeline speedup of SysX. Fig-
ure 11 shows the results of GBS scaling. As the GBS scales
by factors of 1, 2, 3, and 4, the total speedup over Mobius
decreases. The average speedups are 1.32, 1.26, 1.22, and
1.19, respectively. Similarly, the GPU pipeline speedup over
Mobius also decreases. The average speedups are 1.15, 1.08,
1.04, and 1.05, respectively.

On the other hand, scaling GBS results in a better overlap
of the optimization step because the optimization step may
not overlap well with smaller GBS values. For example, in the
case of the 10B model, increasing the GBS values with 8, 16,
24, and 32 increases the average CPU optimizer speedup over
Mobius with 1.43, 2.49, 3.57, and 3.90, respectively. When
GBS = 24, the speedup stabilizes. We observe a saturation
point of CPU optimizer speedup exists in each model size,
which is when the time required to process the optimization
step of a stage on the CPU equivalents with the time required
to process the backward pass of all micro-batches of the stage.
For example, in 30B model, such a point is when the GBS
is scaled to 32. When such a saturation point is reached, all
optimization steps of the backward stages have already been
fully overlapped, leaving only the latest processed backward
stage to be run non-overlapped in SysX. As the GBS scales
by factors of 1, 2, 3, and 4, the average speedup of the CPU
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Figure 10: Effect of micro-batch size (MBS) scaling.

optimizer step increases with the values 2.38, 3.07, 3.22, and
3.68, respectively.

5.4 Effect of Various Optimizations

SysX proposes several optimization techniques to achieve
an efficient pipelining scheme. We analyze the impact of
these optimizations. As shown in Table 3, we decompose
the proposed optimizations into distinct steps and evaluate
various SysX configurations by incrementally incorporating
the proposed techniques.

We first compare the different optimization configurations
for a given model. Figure 12 illustrates the breakdown of the
iteration time per configuration. To distinctly evaluate the ef-
fect of each technique, we partition the training iteration time
into two components: the GPU time and the non-overlapping
CPU time. The GPU time refers to the time spent on for-
ward and backward computations, and the non-overlapping
CPU time represents the remaining time spent on the CPU
optimizer, excluding GPU computation. We see that 19B and
69B models have very different proportions of the GPU time
and non-overlapping CPU time. For the 19B model, the GPU
time constitutes 41.3%, while for the 69B model, GPU time
constitutes 77.8% of the iteration time on average. Thus, the
impact of each optimization configuration on the iteration
time varies largely between the two models.

Figure 12 shows that the optimizations progressively ap-
plied in CFGO, CFG1, and CFG2 reduce GPU time. This is
because the bubbles are reduced, and the extra communica-
tion overhead for activation checkpoints is effectively hidden.
CFG3 reduces the non-overlapping CPU time by overlapping
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Table 3: Evaluated SysX optimization configurations

‘ Config. ‘ SysX features included ‘
CFGO | Decoupled pass assignment
CFG1 CFGO with fine-grained backward stage partitioning
CFG2 | CFGI with optimized activation checkpoint communication
CFG3 | CFG?2 with asynchronous CPU optimizer
CFG4 | CFG3 with ideal communication overhead

the CPU optimization step of the previous backward stage
with the current stage’s backward pass on GPUs. It also shows
that CFG3 closely matches the ideal performance, which is
CFG4, indicating that SysX implementation nearly reaches
the optimal pipeline and CPU optimizer performance.

5.5 Recomputation Overhead

SysX currently requires activation recomputation because of
the decoupled pass assignment, while Mobius can selectively
apply activation recomputation. While this paper focuses on
scenarios with insufficient aggregated GPU memory to store
all model states, including activations, we experiment with the
case for smaller models for which Mobius can train without
activation recomputation.

Figure 13 compares SysX (with recomputation) and Mo-
bius (without recomputation) to evaluate the overhead of acti-
vation recomputation in SysX. Experiments were conducted
on a single node using smaller models up to 5B parameters, a
sequence length of 2048, a micro-batch size of 1, and a global
mini-batch size of 16. SysX shows the speedup of 0.7 for the
400M model and 0.85 for the 1.4B model. However, Mobius
encounters GPU out-of-memory (OOM) for models larger
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Figure 12: Impact of progressively adding system features to
SysX system configurations.

than 1.4B parameters, making direct comparisons for larger
models infeasible.

While SysX shows lower performance compared to Mo-
bius without recomputation for smaller models, these cases
are not the focus of this study, as models of such size do
not benefit significantly from offloading techniques. SysX
is designed to address memory and scalability challenges
in larger models, where recomputation becomes indispens-
able. This is particularly important for the AFAB (all forward,
all backward) schedule, where the absence of activation re-
computation would necessitate retaining activations for all
micro-batches in the GPU memory the backward pass com-
pletes.

5.6 Rollback Overhead

SysX bypasses optimizer synchronization while ensuring nu-
merical stability through post-validation. If validation fails,
parameters are reverted to their pre-update state using the
rollback algorithm. However, the rollback process does not
overlap with GPU computation, leading to some overhead.
The rollback overhead includes both the time spent on the
rollback and the time of the non-overlapping optimization
step that would have been skipped. Figure 14 shows the roll-
back overhead for a 10B model across different batch sizes,
demonstrating that the overhead varies significantly from 8%
to 53% depending on the batch size.

To assess the frequency of rollbacks during training, we
set the initial scale factor to 232 and trained a 10B model for
4,500 iterations, resulting in 20 rollbacks. Notably, rollbacks
occurred during the first 11 iterations, which could have been
avoided with a lower initial scale factor. Even in a conserva-
tive scenario where rollback occurs once every 100 iterations
for a batch size of 8, the resulting overhead is only 0.53%,
which is negligible compared to the speedup SysX achieves,
making the rollback overhead an acceptable trade-off in the
context of SysX’s overall performance benefits.
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6 Conclusion

This paper presents SysX, a hybrid GPU-CPU pipelining
mechanism that enables efficient LLM training using pipeline
parallelism with offloading to overcome insufficient aggre-
gate GPU memory. SysX consists of two pipelines: a GPU
pipeline and a GPU-CPU pipeline. SysX’s GPU pipeline
presents a novel pipeline scheduling scheme that decouples a
stage’s forward and backward passes for the same micro-batch
to different GPUs by leveraging the CPU’s shared memory
and activation recomputation. It further optimizes its pipeline
stages through fine-grained model partitioning that balances
the passes’ execution times and asynchronous checkpoint
communication that hides the additional communication over-
head. SysX’s GPU-CPU pipeline presents an asynchronous
CPU optimizer that executes the optimization steps on the
CPU in parallel with the GPU pipeline stages. It efficiently
utilizes the CPU to overlap the CPU optimizer overhead while
guaranteeing the training correctness through a post-step vali-
dation and roll-back mechanism. Evaluation results of SysX
show that it outperforms Mobius and the offloading-extended
version of Megatron with average speedups of 1.26 and 1.51,
respectively. We will make SysX publicly available to broaden
the accessibility of large-scale model training.
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[Appendix] SysX: System for Training under Memory
Constraints

1 Validation of Baseline Implementation

In Section 5 Evaluation, the baselines are Mobius [I] and offloading-extended Megatron [3]. Due to
the lack of public availability, we compare using our implementations for both. For SysX, Mobius,
and Megatron, we modify the widely used Megatron-LM [4] framework to implement individual
pipeline schedules. To efficiently leverage offloading to the CPU memory, all use separate CUDA
streams for CPU-to-GPU data transfer, GPU computation, and GPU-to-CPU data transfer. We in-
tegrate CPU Adam implementation of DeepSpeed [2] in the CPU optimizer. Mobius and Megatron
maintain a single CPU optimizer for each GPU that first performs pre-step synchronization and
then executes all optimization steps for all its assigned stages. In contrast, SysX assigns a separate
CPU optimizer thread to each backward stage to execute the optimization steps in parallel with
the GPU pipeline stages and finally performs post-step synchronization and roll-back if necessary.

We demonstrate that each baseline performs as expected using profiled results obtained from
NVIDIA Nsight Systems. We show the results for a 19B model, which is one of the LLaMA-2 models
used in the evaluation, run on a single node with four NVIDIA V100 32GB GPUs. We use a global
mini-batch size (GBS) of 8, a micro-batch size (MBS) of 1, and a sequence length of 2048.

Figure[l] Figure[2] and Figure[3|are the profiled results for Megatron, Mobius, and SysX, respec-
tively. The profiled results capture GPU forward/backward compute kernels and CPU optimization
steps. Each result shows the timeline of operations across four processes, as a single process is
launched for a GPU. Each operation is visualized using annotations from NVTX [5]. We capture
them over the same time period of 22 seconds.

The annotations in the profiling results are interpreted as follows:
e Each process is denoted as P;.
e Line (D: Shows the utilization of CPU cores.

e Line 2): Displays GPU kernels and memory transfer operations. Specifically, mint indicates
parameter prefetching, while pink represents gradient offloading. These data transfers are
effectively overlapped with GPU computations.

e Line @): Highlights forward passes in blue series and backward passes in yellow series. Notably,
the backward pass includes activation recomputation. The forward and backward passes of
different stages assigned to a single GPU are distinguished by different colors.

e Line @: Highlights CPU optimization step in green. In SysX, green indicates non-overlapping
CPU optimization step.

e Line (®: Unique to SysX, which shows the asynchronous execution of optimizers for each
backward stage.

The profiled results confirm that both baselines operate as expected according to their intended
pipeline schedules, with data transfers effectively overlapped. We also verified that the model con-
verged to the same loss value using identical initial weights. We ensure the reliability of our compar-
ative analysis, as both baselines faithfully reflect the original designs and demonstrate correctness.
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Figure 1: Profiled result of offloading-extended Megatron. It shows a clear interleaved 1F1B (one
forward, one backward) schedule, as expected for Megatron. Each GPU handles two forward stages
and two backward stages. It overlaps GPU-CPU data transfers with GPU computation. Due to the
nature of the 1F1B schedule, it requires frequent parameter prefetching for different stages, which
causes noticeable bubble times. The optimization steps do not overlap with the GPU pipeline, as
shown by the green squares, and there is negligible CPU utilization during the GPU computation.
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Figure 2: Profiled result of Mobius. It shows the AFAB (all forward, all backward) schedule, where
GPU-CPU data transfers overlap with GPU computation, as expected for Mobius. Each GPU
handles two forward and two backward stages, with parameters of the next start being prefetched
at the start of the current stage. Mobius’s coupled pass assignment leads to bubble times, which
occur as expected. The optimization steps do not overlap with the GPU pipeline, as shown by the
green squares, and there is negligible CPU utilization during the GPU computation.
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Figure 3: Profiled result of SysX. Each GPU are assigned two forward stages which are further
partitioned into six backward stages. Its GPU pipeline shows that eight micro-batches are first
pipelined across the first forward stage assigned to each GPU, followed by the second forward stage.
Then six different backward stages are pipelined similarly. These forward and backward passes
have similar execution time due to fine-grained backward stage partitioning, and the bubble times
are significantly reduced due to decoupled pass assignment. SysX also employs an asynchronous
CPU optimizer. The six optimizers, one for each backward stage, are executed independently. Each
optimization step includes event synchronization, floating-point precision conversion, unscaling, and
local numerical validations.
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